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ABSTRACT
In this paper, we propose an Attribute-Rich Generative Adversarial
Network (AttRiGAN) for text-to-image synthesis, which enriches
the simple text description by associating knowledge graph and
embedding it in the synthesis task in the form of an attribute matrix.
Higher fine-grained images can be synthesized with AttRiGAN, and
the synthesized sample are more similar to the objects that exist
in the real world, since they are driven by attributes which are
enriched from the knowledge graph. The experiments conducted
on two widely-used fine-grained image datasets show that our
AttRiGAN allows a significant improvement in fine-grained text-
to-image synthesis.
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1 INTRODUCTION
As one of the research tasks that combine the two modalities of
visual contents and natural languages, in recent years, text-to-image
synthesis has focused on using Generative Adversarial Net-works
(GANs) [1] to synthesize simple text descriptions into complex
images. However, the text descriptions are limited in what they
can provide, not only because of the redundancy of words when
describing the synthesis requirements in sentence form, but also
because the principle of text-to-image synthesis task is to guide
the synthesis of complex images with simple text descriptions. The
limitation of natural language information will directly result in the
non-authenticity of synthesized images. Even if mature generative
adversarial networks can synthesize high-resolution images which
look "real", the synthesized contents don’t objectively exist in the
real world.

In visual question answering [2, 3] and image recognition [4],
knowledge graph is often used for effective information integra-
tion, it brings a new idea for our research. The proposed method
first builds a knowledge graph containing objects and attributes
based on the dataset. Specifically, in the Caltech-UCSD Birds 200
dataset (CUB-200) [5], the relationship between bird species and
various attributes are established to represent fine-grained details,
then we attempt to use bird attributes to enhance the fine-grained
image synthesis task. In the proposed AttRiGAN, the input text
is represented as a graph structure, which also includes the bird
species and attributes, to facilitate its match with the knowledge
graph. Then the knowledge graph is used to enrich the attribute
information for the graph structure to realize the finer-grained
image synthesis. Because the knowledge graph is based on the real
birds and their attributes, the enrichment of the text is knowledge
supplement which is premised on authenticity and can better avoid
the plight of synthetic birds that don’t exist in the real world.

In the process of image synthesis, we learn from AttnGAN and
embed the supplementary attributes into the AttRiGAN through
the attention mechanism. The main contributions of the method
we proposed are as follows:

1. We introduce the knowledge graph to enrich the simple
text of the input and transform the text description into a
graph structure to better match the two, the text description
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Figure 1: An Example Knowledge Graph for the CUB-200.

enriched by the knowledge graph is represented by objects
and attributes.

2. We develop a text-to-image synthesis network AttRiGAN
based on attribute attention, which can filter the important
attributes to guide the image synthesis, so as to synthesize
the real and high fine-grained images.

3. The experimental results demonstrate that our AttRiGAN
outperforms the state-of-the-art approaches.

2 RELATEDWORK
GANs show good performance in both the reality and resolution of
synthesized images [6–9].

Knowledge is integrated into the image synthesis task in vari-
ous contents and forms. Lifelong GAN [10] and KT-GAN [11] with
knowledge distillation employed homologous or heterogeneous
information distillation to learn the knowledge to synthesize re-
alistic images. RiFeGAN [12] serves as an important example of
our state-of-the-art approaches. It retrieved and refined compatible
candidate captions from an image caption knowledge base based
on the text description, using self-attentional embed-ding mixture
algorithm to extract the features of multiple captions for image
synthesis.

In the research of fine-grained image synthesis, AttnGAN [13]
is a GAN model based attention mechanism. It embedded the text
description into the image synthesis stage in the forms of sentence
and word level features, then synthesized fine-grained details at
different sub-regions of the image. However, the weight of words
in AttnGAN was fixed and did not highlight the role of important
words. SEGAN [14] attempted to employ the attention regulariza-
tion term to highlight the important words, but the calculation of
adaptive threshold had become a new difficulty.

Compared with the simple word vector in the sentence, in our
work, the attribute information supplemented by the knowledge
graph is the important information that has been screened, and
directly embedded through the attention mechanism. Thus, we no
longer need to consider the problem of representing important
words through word weights.

3 METHODOLOGY
In this section, we will introduce our proposed Attribute-Rich Gen-
erative Adversarial Network, i.e. AttRiGAN.

3.1 Enriching Attributes from Knowledge
Graph

Because the simple text description contains limited information
and cannot provide rich constrained conditions for image synthesis,
we introduce knowledge graph to enrich the text description.

We first build a fine-grained knowledge graph of bird attributes
based on the attribute annotation of the dataset. The nodes rep-
resent the category and attribute values of birds, and the edges
represent the attributes associated with them. The visual example
for the CUB-200 is shown in Figure 1

Attributes are the intermediate semantic representations of ob-
jects, it is key to distinguish the subordination between them. For a
given dataset, we build a knowledge graphKB, it contains nodes for
object classesC0, attribute values A0, and edges R0 .The correlation
r0
j ∈ R0 between an object class c0

i ∈ C0 and an attribute value
a0
j ∈ A0 represents a type of attribute. Naturally, we can store the

knowledge graph as RDF triples, i.e. KB = (C0,R0,A0).
As shown in Figure 2, for the input text description, we should

establish its match with the knowledge graph. According to the
literature [15] that text description is modeled by a graph-based
semantic representation, we map the text into a graph structure
TG1 = (C,R1,A1) through the dependency parse trees. Nodes c ∈

C and a1
j ∈ A1 represent an object class and an attribute value

extracted from the text description, respectively, the edge r1
j ∈ R1

indicates the attributes associated between them. It should be noted,
this task is a fine-grained image synthesis of a single object, so the
object that can be included in the text description is unique, i.e.
there is only one element c in the aggregate C .

Enriching the text description with knowledge graph is to com-
plete the attribute information of the text graph structure, specifi-
cally. Compared with the text graph structure, the knowledge graph
has a larger volume, in order to facilitate the matching calculation,
we take the object class c0

i of the knowledge graph as a unit to cal-
culate the similarity of the attributes, which is between c0

i and the
object class c from the text graph structure. The attribute similarity
score si ∈ S is calculated as

si =
∑

j
sim Jaccard (a

0
j ,a

1
j ) (1)

simJaccard
(
a0
j ,a

1
j

)
=

���a0
j ∩ a1

j

������a0
j ∪ a1

j

��� (2)

where simJaccard (a0
j ,a

1
j ) represents the similarity score of the at-

tribute values between c0
i and c under the same attribute(i.e. r0

j ∈ r1
j ),

Jaccard coefficient is used to measure the similarity of the two ag-
gregates, here we think of the string as an aggregate.

The highest score is smax when i = k , at this point, we select
c0
k to enrich the text graph structure, concretely, it completes the
attributes r ∈ R and the attribute values a ∈ A for c ∈ C , and then
we can gain an enriched graph TG = (C,R,A).

3.2 Fine-grained Text-to-Image Synthesis
AttnGAN and related methods derived from it [14, 16] are the
most typical methods in fine-grained text-to-image synthesis. But
AttnGAN has an obvious problem with word redundancy and the
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Figure 2: Text Graph Structure: The Text Description Gains Rich Attributes from the Knowledge Graph.

Figure 3: AttRiGAN: Attribute-Rich Generative Adversarial Network.

fixed weights of the words. In order to solve these problems, we use
the graph structure TG to replace the word features in AttnGAN
for attention embedding.

We transform the attributes and attribute values of the graph
structure TG into an embedding matrix E ∈ RM×N . The row of
the embedding matrix is M dimension, which denotes attribute
categories, such as color, size and so on. Analogously, the column
is N dimension, which denotes attribute objects, such as wing, bill
and so on. Whereupon the corresponding positions of elements in
the embedding matrix represent attribute values.

Figure 3 shows the framework of our AttRiGAN. The text is
first encoded as an embedding vector ē by a bi-directional Long
Short-Term Memory Network (LSTM) text encoder [17], ē does
Conditioning Augmentation [7] via Fca . z is a noise vector sampled
from the standard normal distribution. ē is concatenated with z and
they are transformed into the initial image feature h0 ∈ RM̂×P by
a network F0 composed of a series of upsampling blocks. Then a
multi-scale method is used to gradually synthesize the fine-grained

image x̂i through the image feature hi ∈ RM̂×P , specifically,

hi = Fi
(
hi−1, F

attn
i (hi ,E)

)
∈ RM̂×P for i = 0, 1, 2 (3)

x̂i = Gi (hi ) (4)
F1 and F2 are upsampling modules which consist of several residual
networks and an upsampling module.Gi converts hi into an image
by using a 3 × 3 convolutional layer and a tanh activation function.
Di is a discriminator constructed by several convolutional layers,
batch normalization layers, and leaky rectified linear units.

Fattni is the attention module, which takes the attribute em-
bedding matrix E and the hidden state hi ∈ RM̂×P as input, and
calculates as follows,

Fattni (hi ,E) = (e0, e1, . . . eP−1) ∈ R
M̂×P (5)

ej =
∑N−1

i=0
βj,iE

′
i (6)

E ′ = UE (7)
where E ′ is the attribute matrix corresponding to E in the image
feature space through a perception layer, E

′

i is the i
th column vector
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of E ′,U ∈ RM̂×M , βj,i is the attention weight, which is defined as

βj,i =
exp(Sj,i )∑N−1

k=0 exp(Sj,k )
(8)

sj,i = h
T
j E

′

i (9)
The final objective function of the AttRiGAN is defined as

L = LG + λLDAMSM , where LG =
2∑
i=0

LGi (10)

where λ is a hyper parameter to balance the two terms of Eq. 10).
The first term is the GAN loss, which includes the unconditional
loss that determines whether the generated image is true, and the
conditional loss that determines whether the image matches the
text description. In the ith stage of the AttRiGAN, the generator
Gi corresponds to the discriminator Di . The adversarial loss of Gi
is defined as

LGi = −
1
2
Ex̂i∼pGi [log (Di (x̂i )]︸                           ︷︷                           ︸
uncondit ional loss

−
1
2
Ex̂i∼pGi [log (Di (x̂i , ē)]︸                              ︷︷                              ︸

condit ional loss

(11)

where x̂i is from the model distribution pGi at the i
th scale. Mean-

while, the discriminator Di is trained, and its loss is defined as

LDi = −
1
2
Exi∼pdatai [logDi (xi )] −

1
2
Ex̂i∼pGi [log (1 − Di (x̂i )]︸                                                                       ︷︷                                                                       ︸

uncondit ional loss

−
1
2
Exi∼pdatai [logDi (xi , ē)] −

1
2
Ex̂i∼pGi [log (1 − Di (x̂i , ē)]︸                                                                             ︷︷                                                                             ︸

condit ional loss
(12)

where x̂i is from the true image distribution pdatai at the i
thscale.

LDAMSM is an attribute fine-grained image-text matching loss
computed by the DAMSM and defined as

LDAMSM = LE1 + L
E
2 + L

ē
1 + L

ē
2 (13)

where LE1 , L
E
2 , L

ē
1 and Lē2are the loss functions of the supplement

attributes and the text description, which are described by the
matching probabilities compared to the image feature between
the attribute matrix and the text embedding vector. The image
feature is extracted locally and globally by an image encoder built
on the Inception-v3 model [18], then it performs through a 1 × 1
convolutional layer and a multi-layer perceptron, respectively.

4 EXPERIMENTS
To validate our AttRiGAN, we conduct extensive quantitative and
qualitative evaluations. We analyze different components of At-
tRiGAN on CUB-200 dataset with our baseline models. And then
we compare our AttRiGAN with state-of-the-art GAN models for
text-to-image synthesis.

4.1 Datasets and Evaluation Metrics
By referring to several datasets currently used in text-to-image
synthesis and combining with the characteristics of our task, we
select two widely used fine-grained image datasets, CUB-200 and
Oxford-Flower-102 (Oxford-102) [19]. The CUB-200 contains 11,788
images of 200 species of birds, 27 kinds of attributes (attribute

Table 1: The Inception Score and the R-precision Rate of
Each AttRiGAN Model on CUB-200 Test Set

Method Inception score R-precision(%)

AttRiGAN(full model) 5.25±0.05 79.02±3.55
Ours(No Fattn ) 3.98±0.04 10.37±5.88
Ours(No Fattn1 ) 4.34±0.05 65.89±4.57
Ours(Add Fattn3 ) 5.27±0.01 77.23±0.61

object - attribute category), and a total of 312 species of attribute
relations (attribute - attribute value), we use the same method as [7]
to preproccess CUB-200. Oxford-102 contains 8189 images of 102
kinds of flowers. Each image in both datasets has a description of
10 captions provided by [18] to describe fine-grained visual details.
We divide CUB-200 and Oxford-102 into class-disjoint training set
and test set.

To assess the quality and variety of the images synthesized by
AttRiGAN as accurately as possible, Inception score [20] is utilized,
which can show the quality and the diversity of the image, a higher
score means a better synthesized result. We fine-tune the inception
model for different datasets. In addition, we use R-precision to
evaluate how well the synthesized images conform to the text
description. Specifically, we employ the synthesized image to query
its corresponding text description. For one ground-true caption
description and 99 randomly mismatched captions, we rank these
candidate captions in descending order of the cosine similarities,
there are r captions associated with the query image in the first R,
so we set R-precision as r/R.

4.2 Ablation Study
According to the proposed AttRiGAN, we design several ablated
versions of it, as shown in Table 1, the comparison of image quality
synthesized by different models proves the necessity of each com-
ponent of our model. In view of the characteristics of AttRiGAN,
we conduct ablation experiments on the attribute matrix.

For Ours(No Fattn ) which is without attribute embedding ma-
trix, its conditioning variables is only the text embedding vector, it
is a far cry from AttRiGAN both in Inception score and R-precision.
Ours(No Fattn1 ) has only one attention embedding, which can
supplement effective information for image synthesis, however,
it seems that the less embedding times are unable to make the net-
work receive the supplementary attribute information completely.

In addition to the ablation study, in order to explore the appro-
priate attention embedding mechanism, we conduct more times
of attention embedding. Ours(Add Fattn3 ) has attribute attention
embedding thrice, it appears to be able to synthesize finer-grained
images, with a 0.02 higher than AttRiGAN on Inception score. But
actually, from the comparison of R-precision, we can see that too
much emphasis on attribute supplement makes the match between
the synthesized image and text description not perfect. Above all,
adding more layers of attention will consume more experimental
resources and significantly reduce the computational efficiency of
the model.
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Figure 4: Several Results of AttGAN and AttRiGAN Performed on the CUB-200. The Text Descriptions Are Colored with Blue
for the Object, Green for the Attributes, and Red for the Attribute Values.

Table 2: Inception Scores on CUB-200 and Oxford-102 Datasets

Dataset StackGAN AttnGAN DM-GAN RiFeGAN Our AttRiGAN

CUB-200 3.70±0.04 4.36±0.03 4.75±0.07 5.23±0.09 5.30±0.05
Oxford-102 3.20±0.01 3.91±0.05 4.03±0.05 4.53±0.05 4.35±0.03

Table 3: R-precision Rates on CUB-200 Datasets

Method R-precision(%)

AttnGAN 67.82±4.43
DM-GAN 72.31±0.91
Our AttRiGAN 79.02±3.55

4.3 Comparison with Previous Methods
We compare our AttRiGAN with state-of-the-art models on two
datasets, CUB-200 and Oxford-102, and the comparison results are
shown in Table 2 and Table 3

Figure 4 shows some results of AttnGAN and our AttRiGAN
performed on the CUB-200, it is obvious that our model shows
better results from these images. And in Table 2, the Inception score
of our AttRiGAN is 5.30 which is far superior to a series of methods
such as AttnGAN. Even for RiFeGAN based on external knowledge,
which has an Inception score of 5.23, AttRiGAN still outperforms
better than it. We suspect that the reason may be that RiFeGAN
used the given text description to supplement the captions, and
the supplementary captions are close to the text description, so
cannot provide the network with more content containing other
attributes. In other words, the extended attribute information is
not as comprehensive as AttRiGAN’s to synthesize finer-grained
images. For the Oxford-102 dataset, our AttRiGAN is also more
capable of synthesizing high-quality images than most methods.

As shown in Table 3, compared with DM-GAN, AttRiGAN
improves the R-precision from 72.31 to 79.02 on the CUB-200
dataset (6.71% improvement). The significant improvement in the
R-precision indicates that the image synthesized by our AttRiGAN
can better adapt to the given text description, and further verifies
the effectiveness of attribute supplement using attention embed-
ding. To sum up, our AttRiGAN model performs favorably against
the state-of-the-art approaches.

5 CONCLUSION
In this paper, in order to synthesize high fine-grained images with
limited simple text descriptions, we propose a text-to-image synthe-
sis model called AttRiGAN. The AttRiGAN uses know-ledge graph
to supplement attributes and combines rich attribute information
by embedding into the network through the attention mechanism.
Experiments on widely used datasets have shown that our AttRi-
GAN is effective not only in improving its Inception score and
R-precision, but also in synthesizing fine-grained images that more
closely resemble those that exist in the real world.
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